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Rationale and Objectives. Prospective studies of radi-
ologists’ interpretations of selected radiographs reported
20-40 years ago indicated error rates of 30% and higher.
The authors retrospectively evaluated the interpretations
of groups of radiologists and determined a range of rates
of disagreement in interpretation. Quality assessment or
recredentialing may add to the importance of such stud-
ies in the future.

Materials and Methods. Over a 7-year period, a team of
radiologists reviewed imaging interpretations in the radi-
ology departments of six community hospitals. Each re-
view, which lasted about 3 days, included evaluation of
the interpretations of a 3%-4% sample of the images
read by the radiologists at these hospitals. Reading errors
were quantitated and evaluated qualitatively.

Results. In a review of over 11,000 images read by 35
radiologists, the authors found a 4.4% mean rate of inter-
pretation disagreement; only one radiologist had a mean
rate above 8%. Qualitative analysis of the interpretation
errors revealed a mean rate of 3.0% of errors that were
considered to be below an acceptable standard of care.
Radiologists whose errors included a relatively high pro-
portion of false-positive findings tended to make rela-
tively fewer total errors.

Conclusion. Rates of disagreement for a broad range of
studies that radiologists interpret in a community hospi-
tal setting appear to be far lower than earlier studies on
selective radiographs indicated.

Key Words. Diagnostic radiology, observer perfor-
mance; images, interpretation; quality assurance.
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Radiologists make a certain inescapable minimum num-
ber of interpretative errors, no matter how diligent they
may be (1,2). Reports dating as far back as World War IT
yielded error rates of 30% and higher. These studies,
however, did not mimic everyday practice but rather were
based largely on radiographs that were selected for the
presence of disease and then given to groups for interpre-
tation. We retrospectively evaluated the interpretations of
groups of radiologists in a community hospital setting
and determined a range of rates of disagreement in inter-
pretation. Demands for improved quality assessment and
consideration for recredentialing make this work relevant
to the practice of radiology today.

MATERIALS AND: METHODS

Over a 7-year period, a team of radiologists reviewed
radiology departments in six community hospitals. As part
of the review a sequential sample of the radiologists’ stud-
ies over the course of the previous year were interpreted by
the team and the findings compared with those of the origi-
nal readings. The studies were stratified by type into the
following categories: plain radiography, fluoroscopy, an-
giography, ultrasound (US), computed tomography (CT),
mammography, nuclear medicine, and magnetic resonance
(MR) imaging. The relative number of types of studies re-
viewed reflected the distribution of studies obtained in the
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Table 1
Classification of Errors of Interpretation
Class Description
] The finding or diagnosis could not be expected fo be identified by a general radiologist.
1l The finding or diagnosis was difficult to see,
Ml The finding or diagnosis should have been cbserved by most radiclogists.
Y The finding or diagnosis should have been cbserved by any physician.
A Overeading: The finding or diagnosis was not substantiated by the team’s review.

Table 2
Group Rates of Disagreement
Disagreement Substandard
Hospital Rate (%) Rate (%)*
A 52 3.3
B 5.4 34
C 30 NA
D 5.1 3.1
E 29 1.8
F 48 NA

*NA= not analyzed.

department during that year. The team, which included as
many as eight radiologists, had the same nucleus of three
radiologists (R.L.S., S.R.R., and E.A.C.) for all of the hos-
pital reviews; additional radiologists were added depend-
ing on hospital size and the number of images to be re-
viewed. After the first review, a target was set to evaluate a
3% representative sample of each radiologist’s work. The
target was set to achieve a degree of reproducibility within
the constraints of physician time and hospital finances. As
many as 3,400 images were evaluated in a review. Some of
the radiologists had fewer studies reviewed than others.
This does not mean that they interpreted fewer studies in
the course of a year, but rather that some of the groups had
private offices, and studies obtained in these offices were
not part of the hospital reviews.

The reviewing radiologists interpreted plain radio-
graphs and those subspecialty studies in their own areas
of expertise. The reviewers made their interpretations
without the benefit of the patient history or the original
report. If the reviewer concurred with the findings of the
original report, no further action was taken. If the review-
er disagreed with the report, the team of reviewers jointly
interpreted the study. The team’s consensus was accepted
as correct, For the last four hospital reviews the team also
altempted to make a qualitative evaluation of the errors
of interpretation and then classify the errors by severity
(Table 1).

These classes of severity are slightly modified and ex-
panded from those in a classification system that is used
by the American College of Radiology (3,4). The team
considered class III and IV errors to be below an accept-
able standard of care. Disagreement rates were deter-
mined for each radiologist.

Each of these departmental reviews occurred at the re-
quest of hospital administration and was performed with
the cooperation of the hospital radiologists and the re-
mainder of the professional staff. The departmental re-
views were usually requested when the administrators
perceived that problems existed either among the radiolo-
gists or between the radiologists and other specialists,
and when the administration and professional staff had
been unable to resolve the issues intramurally. The initial
request for assistance was made though the American
Medico-Legal Foundation, a nonprofit, peer-review orga-
nization that reviews hospital departments.

In addition to the review of radiologic interpretations,
the departmental reviews included interviews with the
hospital administrators, radiologists, and other physicians
who practiced at the hospital. The team also evaluated
the quality assurance plans, radiology equipment, film
and procedure techniques, and alleged instances of inad-
equate care. The review offered solutions for political and
administrative problems and suggestions for equipment
and physical plant changes along with analyses of quality
of care issues. The team provided a preliminary summary
in the form of an exit interview with all interested parties,
and each completed review was presented subsequently
in written form to the hospital administration. The scope
of this article is limited to evaluation of rates of disagree-
ment in radiologic interpretation.

We evaluated 11,094 interpretations made by 35 radi-
ologists in the six departments studied. The overall rates
of disagreement for the six radiology groups ranged from
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Figure 3. Graphic cormparison of the number of errors made
by each radiologist with the number of substandard errors. R?
=0.854, slope = 0.609, Intercept = 0.261.

2.9% to 5.4%. The rates for substandard interpretations
ranged from 1.8% to 3.4% (Table 2).

The breakdown for disagreement rates for individual
radiologists is given in Table 3. Because the radiologists
interpreted different numbers of images, an unweighted
mean of the radiologists was computed along with a one-
sided 95% confidence interval. Because the cases in
which the reviewer agreed with the original evaluation
were not separated by type of finding (positive or nega-
tive), we could not compute the K statistic for agreement.
The individual rates of disagreement ranged from 0.8% to
9.2%. A histogram showed an approximation of a normal
distribution and a mean rate of disagreement of 4.4% (Fig
1). Only one radiologist had a rate above 8.0%. Substan-
dard interpretation rates ranged from 0.3% to 5.1%, with
a mean of 3.0%. Disagreement on the side of overreading
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Figure 4. Graphic comparison of the fraction of false-posi-
five readings fo total number of disagreements plotted
against the fraction of disagreements fo fotal number of
cases.

ranged from 0% to 6.3%, with a mean of 1.2%; only two
radiologists had a rate above 4% (Fig 2).

The relationship between disagreements that were con-
sidered to reflect substandard care and total number of
disagreements is plotted in Figure 3. Figure 4 provides a
means of analyzing disagreements on the side of over-
reading (false-positive results). The fraction of false-posi-
tive readings to total number of disagreements is plotted
against the fraction of total disagreements to all cases.
The radiologists are identified according to hospital. The
relation of the fraction of false-positive readings to total
number of disagreements, as well as the differences be-
tween hospitals, was evaluated by using analysis of cova-
riance. Multiple comparisons were carried out with the
Scheffe method, and the fraction of false-positive read-
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ings to total disagreements was transformed by using an-
gular transformation before statistical analysis. A weight-
ed analysis was used to account for the different number
of images reviewed for different radiologists. The ratio of
false-positive readings was unrelated to the disagreement
rate (P = .27). The ratio for hospital F as a group, how-
ever, was significantly different from the ratios for the
other hospitals (P < .05).

DISCUSSION : -

The most frequently cited works in this field were pre-
pared several decades ago. The first authority in the field
was L. Henry Garland, who wrote four articles between
1949 and 1960. The first extensive review by Garland in
1959 (6) included references to earlier limited studies of
error rates by radiologists, error rates in medical fields
other than radiology, displays of optical illusions, and rel-
evant biblical verses. He cited his own study of 8,931
sanatorium radiographs (presumably all positive) for
agreement on improvement, worsening, or no change and
found interobserver disagreement at 30% and intraob-
server disagreement at 21% (6). Similarly, his analysis of
14,867 photofluorograms disclosed a 39% rate of under-
reading and a 1.2% rate of overreading (6).

Herman and Hessel (7) obtained 100 positive hospital
chest radiographs and developed an idealized report for
each based on initial interpretation, review of clinical in-
formation, synthesis of test reports, and a final panel
judgment. The report of each tested radiologist was ana-
lyzed to see if it had all the points made in the idealized
report. They found that 26% had statements that included
important or potentially important errors.

Lehr et al (8) reported error rates of 30.9% and 33.4%
when 16 radiologists were each shown 2,145 test radio-
graphs and their 35-mm equivalent reproductions. The
study included 18% normal radiographs. For these alone
the error rate was 19%.

Rhea et al (9) described 161 initial errors in radio-
graphic interpretations performed in the emergency de-
partment by residents. The errors were identified the fol-
lowing day during staff review. Twenty-five percent of
all the studies had important abnormalities related to the
clinical question (affecting clinical care), and 7% had un-
related important abnormalities. “The previously reported
error rate in an observer’s interpretation of an image is
about 30% (20%—40%) and is confirmed by this study”
(9). In fact, these error rates should be more clearly de-
fined as false-negative rates, since these studies (aside
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from a small fraction of the cases of Lehr et al) all repre-
sent interpretation of images with known positive find-
ings (6-9). Garland himself reflected on this difference in
a small-print footnote in the report of his own study (6)
and indicated that a 5% error rate should be expected if
surveys evaluate the whole spectrum of radiographs that a
radiologist interprets.

The meaning of the term “error rate” is not intuitively
obvious. The above cited papers used the statistical defi-
nition of error rate and calculated it by dividing the num-
ber of false-negative interpretations by the number of ref-
erence standard positive cases and multiplying by 100.
Thus, if there were three positive cases in a series of 100,
and the radiologist interpreted two of these cases cor-
rectly as positive and one incorrectly as negative and all
97 negative cases correctly as negative, the error rate
would be 33% even though 99 of the 100 studies were
correctly interpreted. Some radiologists, not to mention
clinical colleagues and the lay public, hear of an error
rate in radiology of “30% or greater” and immediately as-
sume that we misinterpret a third of our examinations.

Renfrew et al (10) recognized this distinction in termi-
nology and referred only to false-negative readings in
their review drawn from problem case conferences. They
noted that “our findings agree with those of prior studies
that noted failure to detect lesions in 25%-32% of cases.”
Yet, another important review of the same material failed
to make this distinction (11). “Summarized in depth pre-
viously by Berlin, as well as others, all have confirmed
Garland’s original data that error rates among radiologists
hover in the 30% range” (11).

The rates of disagreement in our study confirm the im-
pressions of Garland. In the six broad surveys of radiol-
ogy departments, the mean rate of disagreement between
our review group and the radiologists being evaluated
was 4.4%, which was close to Garland’s expected 5%.
One of the key reasons for each of these radiology depart-
ment evaluations, however, was to evaluate allegations of
inadequacies of interpretation. The consensus was that
only one radiologist of the 35 evaluated had a rate that
was above an acceptable level. Such a determination
could be made only subjectively, since no standards for
surveys exist and our own evaluations are necessarily
subjective.

More specific analyses, such as receiver operating
characteristic curves or any other statistic that would
place these results in the context of other published stud-
ies, were not feasible, since true-positive results and true-
negalive results were lumped together, and neither a true-
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positive nor a true-negative fraction was established dur-
ing our studies (12). Determining such fractions would
require reaching consensus on all true-positive and true-
negative results; in essence, that requires consensus on
all image interpretations, not just those that are false-
positive or false-negative. Such an evaluation of even 3%
of a practice would be prohibitive in terms of time and
money. The absence of the true-negative fraction also
means that we did not calculate error rates in the statisti-
cal sense for the radiologists that we reviewed but rather
rates of underread and overread studies summated to rates
of disagreement with the reviewer group. Several addi-
tional correlations, however, can be made from the above
data. Figure 3 demonstrates that a fairly predictable ratio
exists between the number of reading disagreements and
the number that were considered substandard. We did
not, however, attempt to draw any conclusions about the
number of a radiologist’s errors that were considered sub-
standard. The assignment of reading errors to classes con-
sidered substandard (classes III and IV) was necessarily
subjective and in a sense arbitrary in imposing a categori-
zation scheme on a continuous variable.

The plot in Figure 4, which shows a statistically signifi-
cant difference in overreading for one hospital, raises an
interesting question. It suggests that the group-reading mi-
lieu may have a marked effect on individual radiologists
and cause them fo alter interpretation patterns that had
been developed in diverse training programs. We could
find no unique biases or local environmental factors that
would account for the increased overreading in hospital F.

Several changes occurred in the format of our evalua-
tion over the 7-year period. The qualitative evaluation of
errors developed after several interpretation errors were
identified in the first two studies that merited the immedi-
ate attention of the hospital’s professional staff with the
intent of changing a specific patient’s care. During the
last departmental review we thought that two radiologists
made repetitive errors in a specific field. This led us to
request an additional number of studies in this field for
the two radiologists that were outside the scope of the
original survey. The additional studies confirmed the
original impressions and led to one-on-one conferences
with these radiologists to discuss the systematic errors in
interpretation. These additional studies are not included
in the tabulated error count in Table 3.

Several weaknesses exist in this type of evaluation of ra-
diologic practice, First, the reviewers were not all the same
during the course of the six reviews; therefore, the sensitiv-
ity of the reviewers was not constant although the consensus

review of all purported interpretive errors probably compen-
sated for interpersonal variations in sensitivity, Second,
since no “gold” standard existed, the intrinsic false-negative
rate for each reviewer also affects the statistics. This means
that the rates for underreading for the radiologists could be
slightly higher than those reported above. Third, radiologists
do not all read the same proportion of the studies in a group.
Therefore, reviewers may have evaluated a larger than pro-
portional share of one radiologist’s work in a group, or per-
haps more of one type of study than is representative of that
radiologist’s yearly work.

Different examination types probably show different de-
grees of disease prevalence. For example, there is probably
a higher incidence of disease depicted on CT scans than on
mammograms, and so there is the potential for more false-
negative results for a radiologist who reads a dispropor-
tionate share of CT scans relative to mammograms in that
hospital. In a broader sense, radiologists in an office-based
practice will probably see fewer studies with positive find-
ings than those in a hospital-based practice. In hospitals
where a radiologist performed very few of a given type of
study, we were informed of this and attempted to compen-
sate by reviewing fewer of those studies for the given radi-
ologist. In the six community hospital practices studied, we
noted that most of the work was shared evenly.

Strengths in this process are also evident. First, radiolo-
gist “outliers” can be identified in a reasonably rapid man-
ner. Second, evaluation by subspecialty-trained reviewers
identifies areas of weakness and provides direction for im-
provement, which ultimately improves the quality of care.
Third, the in-house review provides assistance to the ad-
ministrative and medical staff in solving political and ad-
ministrative problems in their radiology departments.

The rates of disagreement established for community
hospitals are probably not transferable to teaching hospi-
tals. Teaching hospital statistics are affected by a greater
number of patients with positive findings, which results
in a greater proportion of positive images. As the positive
rate approaches 100%, the error rate would approach
Garland’s 30%, but these numbers are tempered by the
fact that many teaching hospital studies today are both
double read and interpreted by radiologic subspecialists
far more commonly than in Garland’s time.

IMPLICATIONS FOR QUALITY ASSESSMENT

A study of this nature is feasible only if the examinees
agree to it. No coercive agency exists at this time to com-
pel such a general review, although third-party payers
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have been a force behind some reviews (13). Alterna-
tively, error rates can be determined in much the same
way today as they were in Garland’s early work. This in-
volves the use of a prepackaged set of positive studies,
which are much the same as the oral radiology board ex-
aminations. The clear drawback of this method is that
such a selection of images does not reflect the practice
milieu of the radiologists being evaluated.

Quality assessment of actual practice situations al-
ready exists in mammography. This, however, is focused
on an area in which outcomes are easier to track than in
most of radiology, and it is mandated by the Mammogra-
phy Quality Standards Act of 1992 (14). Quality assess-
ment in other areas is more difficult if it is to be more
comprehensive than our review but remain within reason-
able time and financial constraints. A magnetic resonance
imaging quality assessment study of samples from 33
centers that involved 369 procedures was performed by
three panels of three radiologists each (15). They accu-
mulated much useful data, but the study took more than 2
years to perform.

If quality assessment is to be part of recredentialing in
the future, radiologists will need to give much thought to
whether it should be test package based or practice based
(15). If the latter is the preferred route, our study indi-
cates that it is feasible. Clearly the task is difficult, but it
is not impossible (17). As noted by Brook et al (18),
“First, it will never be possible to produce an error-free
measure of the quality of care.” However, this is no rea-
son to avoid the exercise, and the results, if not the same,
should clearly be congruent (19).
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